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## 1. Transpose of a Matrix

If $\mathrm{A}=\left[a_{i j}\right]$ be an $m \times n$ matrix, then the matrix obtained by interchanging the rows and columns of A is called the transpose of A . Transpose of the matrix A is denoted by $\mathrm{A}^{\prime}$ or $\left(\mathrm{A}^{\mathrm{T}}\right)$.
> Properties of transpose of matrix
For any matrices $A$ and $B$ of suitable orders, we have
(i) $\quad\left(\mathrm{A}^{\mathrm{T}}\right)^{\mathrm{T}}=\mathrm{A}$,
(ii) $\quad(k A)^{T}=k A^{T}$ (where $k$ is any constant)
(iii) $\quad(\mathrm{A}+\mathrm{B})=\mathrm{A}^{\mathrm{T}}+\mathrm{B}^{\mathrm{T}}$
(iv) $\quad(A B)^{T}=B^{T} A^{T}$

## Remark:

$>$ If the matrix A is of order $m \times n$ then the order of matrix $\mathrm{A}^{\mathrm{T}}$ is $n \times m$.
$>$ If A is a diagonal matrix then $\left(\mathrm{A}^{\mathrm{T}}\right)=\mathrm{A}$.
$>$ If matrix A is an upper triangular matrix then its transpose will be a lower triangular matrix and conversely.

Example2: If $A=\left[\begin{array}{r}2 \\ -1 \\ -12 \\ 2\end{array}\right]$, then $A^{T}=\left[\begin{array}{lll}2 & -1 & 2 \\ 1 & 2 & 4\end{array}\right]$

## 2. Symmetric and Skew Symmetric Matrices

A square matrix $\mathrm{A}=\left[a_{i j}\right]$ is said to be symmetric if $\mathrm{A}^{\mathrm{T}}=\mathrm{A}$, that is, $\left[a_{i j}\right]=\left[a_{j i}\right]$ for all possible
values of $i$ and $j$.

Example: $A=\left[\begin{array}{ccc}2 & 1 & \sqrt{3} \\ 1 & 0 & -6 \\ \sqrt{3} & -6 & 3\end{array}\right]$
$A^{T}=A$
So, A is a symmetric matrix

A square matrix $\mathrm{A}=\left[a_{i j}\right]$ is said to be skew symmetric matrix if $\mathrm{A}^{\mathrm{T}}=-\mathrm{A}$, that is $a_{j i}=-a_{i j}$ for all possible values of $i$ and $j$.

Example: $A=\left[\begin{array}{ccc}0 & 3 & 9 \\ -3 & 0 & 1 \\ -9 & -1 & 0\end{array}\right]$
As $\mathrm{A}^{\mathrm{T}}=-\mathrm{A}$
So, A is a Skew symmetric matrix

## Remark:

$>$ Symmetric and skew symmetric matrix is always a square matrix.
> The elements on the main diagonal of a skew symmetric matrix are all zero.
$>$ A matrix which is both symmetric as well as skew symmetric is a null matrix
> All positive integral powers of a symmetric matrix are symmetric.
$>$ Every square matrix can be uniquely expressed as the sum of a symmetric matrix and skew-symmetric matrix.
$>$ If A be a square matrix, then $\mathrm{A}^{\mathrm{T}}+\mathrm{A}, \mathrm{AA}^{\mathrm{T}}$ and $\mathrm{A}^{\mathrm{T}} \mathrm{A}$ are symmetric matrix
$>$ If A be a square matrix, then $\mathrm{A}-\mathrm{A}^{\mathrm{T}}$.
$>$ If A and B are symmetric matrices, then show that AB is symmetric iff $A B=B A$
Example: Express matrix $A=\left[\begin{array}{cc}3 & 5 \\ 1 & -1\end{array}\right]$ as the sum of a symmetric and a skew- symmetric matrix.

Solution: Here $A^{T}=\left[\begin{array}{cc}3 & 1 \\ 5 & -1\end{array}\right]$

We can write $A=\frac{1}{2}\left(A+A^{T}\right)+\frac{1}{2}\left(A-A^{T}\right)$
Let $P=\frac{1}{2}\left(A+A^{T}\right)=\frac{1}{2}\left(\left[\begin{array}{cc}3 & 5 \\ 1 & -1\end{array}\right]+\left[\begin{array}{cc}3 & 1 \\ 5 & -1\end{array}\right]\right)=\frac{1}{2}\left[\begin{array}{cc}6 & 6 \\ 6 & -2\end{array}\right]=\left[\begin{array}{cc}3 & 3 \\ 3 & -1\end{array}\right]$
Now, $\mathrm{P}^{\mathrm{T}}=\mathrm{P}$. Thus, P is a symmetric matrix
Also, let $Q=\frac{1}{2}\left(A-A^{T}\right)=\frac{1}{2}\left(\left[\begin{array}{cc}3 & 5 \\ 1 & -1\end{array}\right]-\left[\begin{array}{cc}3 & 1 \\ 5 & -1\end{array}\right]\right)=\frac{1}{2}\left[\begin{array}{cc}0 & 4 \\ -4 & 0\end{array}\right]=\left[\begin{array}{cc}0 & 2 \\ -2 & 0\end{array}\right]$
Now, $\mathrm{Q}^{\mathrm{T}}=-\mathrm{Q}$. Thus, Q is a Skew - symmetric matrix

$$
P+Q=\left[\begin{array}{cc}
3 & 3 \\
3 & -1
\end{array}\right]+\left[\begin{array}{cc}
0 & 2 \\
-2 & 0
\end{array}\right]=\left[\begin{array}{cc}
3 & 5 \\
1 & -1
\end{array}\right]
$$

Thus, A is represented as the sum of a symmetric and a skew symmetric matrix.

Example: Show that the matrix $\mathrm{B}^{\mathrm{T}} \mathrm{AB}$ is a symmetric or skew- symmetric according as A is symmetric or skew-symmetric.

$$
\begin{aligned}
& \left.\qquad B^{T} A B\right)^{T}=(A B)^{T}\left(B^{T}\right)^{T} \\
& \text { Solution: } \Rightarrow B^{T} A^{T} B \ldots \ldots \ldots \ldots . . . . . .(i)
\end{aligned}
$$

Case $\mathbf{I}$ when A is a symmetric matrix. Then $\mathrm{A}^{\mathrm{T}}=\mathrm{A}$
By (i) we get, $\left(B^{T} A B\right)^{T}=B^{T} A B$
Case II when A is a skew symmetric matrix. Then $\mathrm{A}^{\mathrm{T}}=-\mathrm{A}$
By (i) we get, $\left(B^{T} A B\right)^{T}=-B^{T} A B$

## 3. Elementary Operations of a Matrix

There are six operations (transformations) on a matrix, three of which are due to rows and three due to columns, which are known as elementary operations or transformations.
i. The interchange of any two rows or two columns. Symbolically the interchange of $\mathrm{i}^{\text {th }}$ and $\mathrm{j}^{\text {th }}$ rows is denoted by $R_{i} \leftrightarrow R_{j}$
ii. The multiplication of the elements of any row or column by a non zero number. Symbolically, the multiplication of each element of the $\mathrm{i}^{\text {th }}$ row by $k \neq 0$ is denoted by $R_{i} \rightarrow k R_{i}$
iii. The interchange of any two rows or two columns. Symbolically the interchange of $\mathrm{i}^{\text {th }}$ and j ${ }^{\text {th }}$ rows is denoted by $R_{i} \leftrightarrow R_{j}$
iv. The multiplication of the elements of any row or column by a non zero number. Symbolically, the multiplication of each element of the $\mathrm{i}^{\text {th }}$ row by $k \neq 0$ is denoted by $R_{i} \rightarrow k R_{i}$
v . The addition to the elements of any row or column, the corresponding elements of any other row or column multiplied by any non zero number. Symbolically, the addition to the elements of $i^{\text {th }}$ row, the corresponding elements of $\mathrm{j}^{\text {th }}$ row multiplied by k is denoted by $R_{i} \rightarrow R_{i}+k R_{j}$

Example: Apply $R_{1} \leftrightarrow R_{2}$ and $R_{1} \rightarrow R_{1}+2 R_{3}$ to $A=\left[\begin{array}{ccc}3 & -1 & 1 \\ 1 & 2 & 5 \\ 1 & 5 & -2\end{array}\right]$

Solution: In

$$
A=\left[\begin{array}{ccc}
3 & -1 & 1 \\
1 & 2 & 5 \\
1 & 5 & -2
\end{array}\right]_{\text {first we will apply }} R_{1} \leftrightarrow R_{2}
$$

$\Rightarrow A=\left[\begin{array}{ccc}1 & 2 & 5 \\ 3 & -1 & 1 \\ 1 & 5 & -2\end{array}\right]$
Now, applying $R_{1} \rightarrow R_{1}+2 R_{3}$, we get

$$
\Rightarrow A=\left[\begin{array}{ccc}
3 & 12 & 1 \\
3 & -1 & 1 \\
1 & 5 & -2
\end{array}\right]
$$

## 4. Invertible Matrices

If A is a square matrix of order $m$, and if there exists another square matrix B of the same order $m$, such that $A B=B A=I$, then $B$ is called the inverse matrix of $A$ and it is denoted by $\mathrm{A}^{-1}$.

## Remark:

Rectangular matrix does not possess inverse matrix, since for products BA and AB to be defined and to be equal, it is necessary that matrices $A$ and $B$ should be square matrices of the
same order.
$>$ If B is the inverse of A , then A is also the inverse of B .
> Inverse of a square matrix, if it exists, is unique
Example: let $A=\left[\begin{array}{ll}2 & 3 \\ 1 & 2\end{array}\right]$ and $B=\left[\begin{array}{cc}2 & -3 \\ -1 & 2\end{array}\right]$ be two matrices
$A B=\left[\begin{array}{ll}2 & 3 \\ 1 & 2\end{array}\right]\left[\begin{array}{cc}2 & -3 \\ -1 & 2\end{array}\right]$
$\Rightarrow A B=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$
Also, $B A=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$

Thus, $B$ is the inverse of $A$, i.e. $B=A^{-1}$ and $A$ is inverse of $B$, i.e. $B^{-1}=A$.

## 5. Inverse of a matrix through elementary operations

If A is a matrix such that $\mathrm{A}^{-1}$ exists, then to find $\mathrm{A}^{-1}$ using elementary row operations, write $\mathrm{A}=$ IA and apply a sequence of row operation on $\mathrm{A}=\mathrm{IA}$ till we get, $\mathrm{I}=\mathrm{BA}$. The matrix B will be the inverse of A . Similarly, if we wish to find $\mathrm{A}^{-1}$ using column operations, then, write $\mathrm{A}=\mathrm{AI}$ and apply a sequence of column operations on $\mathrm{A}=\mathrm{AI}$ till we get, $\mathrm{I}=\mathrm{AB}$.

## Remark:

$>$ In case, after applying one or more elementary row (column) operations on A = IA ( $\mathrm{A}=\mathrm{AI}$ ), if we obtain all zeros in one or more rows of the matrix A on L.H.S., then $\mathrm{A}^{-1}$ does not exist.

Example: By using elementary operations, find the inverse of the matrix

$$
A=\left[\begin{array}{ccc}
2 & 0 & -1 \\
5 & 1 & 0 \\
0 & 1 & 3
\end{array}\right]
$$

## Solution:

In order to use elementary row operations we may write A = IA.

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
2 & 0 & -1 \\
5 & 1 & 0 \\
0 & 1 & 3
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] A} \\
& R_{1} \rightarrow \frac{1}{2} R_{1} \\
& {\left[\begin{array}{ccc}
1 & 0 & \frac{-1}{2} \\
5 & 1 & 0 \\
0 & 1 & 3
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] A} \\
& R_{2} \rightarrow R_{2}-5 R_{1} \\
& {\left[\begin{array}{lll}
1 & 0 & \frac{-1}{2} \\
0 & 1 & \frac{5}{2} \\
0 & 1 & 3
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{-5}{2} & 1 & 0 \\
0 & 0 & 1
\end{array}\right] A} \\
& R_{3} \rightarrow R_{3}-R_{2} \\
& {\left[\begin{array}{lll}
1 & 0 & \frac{-1}{2} \\
0 & 1 & \frac{5}{2} \\
0 & 0 & \frac{1}{2}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{-5}{2} & 1 & 0 \\
\frac{5}{2} & -1 & 1
\end{array}\right] A} \\
& R_{3} \rightarrow 2 R_{3} \\
& {\left[\begin{array}{lll}
1 & 0 & \frac{-1}{2} \\
0 & 1 & \frac{5}{2} \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{-5}{2} & 1 & 0 \\
5 & -2 & 2
\end{array}\right] A} \\
& R_{2} \rightarrow R_{2}-\frac{5}{2} R_{3} \\
& R_{1} \rightarrow R_{1}+\frac{1}{2} R_{3} \\
& {\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
3 & -1 & 1 \\
-15 & 6 & -5 \\
5 & -2 & 2
\end{array}\right] A} \\
& \text { Thus, } A^{-1}=\left[\begin{array}{ccc}
3 & -1 & 1 \\
-15 & 6 & -5 \\
5 & -2 & 2
\end{array}\right]
\end{aligned}
$$

## 6. Practical problems

Example: Find the values of $\mathrm{x}, \mathrm{y}$, z, if the matrix $\quad\left[\begin{array}{lll}x & -y & z\end{array}\right]$ satisfy the equation $A^{T} A=I$

Solution: we have

$$
A=\left[\begin{array}{ccc}
0 & 2 y & z \\
x & y & -z \\
x & -y & z
\end{array}\right] \Rightarrow A^{T}=\left[\begin{array}{ccc}
0 & x & x \\
2 y & y & -y \\
z & -z & z
\end{array}\right]
$$

It is given that $A^{T} A=I$
$\Rightarrow\left[\begin{array}{ccc}0 & 2 y & z \\ x & y & -z \\ x & -y & z\end{array}\right]\left[\begin{array}{ccc}0 & x & x \\ 2 y & y & -y \\ z & -z & z\end{array}\right]=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$
$\Rightarrow\left[\begin{array}{ccc}2 x^{2} & 0 & 0 \\ 0 & 6 y^{2} & 0 \\ 0 & 0 & 3 z^{2}\end{array}\right]=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$
$\Rightarrow 2 x^{2}=1,6 y^{2}=1,3 z^{2}=1$
$\Rightarrow x= \pm \frac{1}{\sqrt{2}}, y= \pm \frac{1}{\sqrt{6}}, z= \pm \frac{1}{\sqrt{3}}$

## Example: If

$$
A^{T}=\left[\begin{array}{rr}
3 & 4 \\
-12 \\
0 & 1
\end{array}\right] \text { and } B=\left[\begin{array}{lll}
-1 & 2 & 1 \\
1 & 2 & 3
\end{array}\right] \text { find } A^{T}-B^{T}
$$

Solution: we have $A^{T}=\left[\begin{array}{rr}3 & 4 \\ -1 & 2 \\ 0 & 1\end{array}\right]$ and $B^{T}=\left[\begin{array}{rr}-1 & 1 \\ 2 & 2 \\ 1 & 3\end{array}\right]$

$$
A^{T}-B^{T}=\left[\begin{array}{rr}
3 & 4 \\
-12 \\
0 & 1
\end{array}\right]-\left[\begin{array}{cc}
-1 & 1 \\
2 & 2 \\
1 & 3
\end{array}\right]=\left[\begin{array}{cc}
4 & 3 \\
-3 & 0 \\
-1 & -2
\end{array}\right]
$$

Example: show that positive integral powers of a skew -symmetric matrix are skew symmetric and positive even integral powers of a skew symmetric matrix are symmetric.

Solution: Let A be a skew symmetric matrix. Then, $\mathrm{A}^{\mathrm{T}}=-\mathrm{A}$
We have $\left(A^{n}\right)^{T}=\left(A^{T}\right)^{n}$ for all naturals n
$\therefore\left(A^{n}\right)^{T}=(-A)^{n}$
$\Rightarrow\left(A^{n}\right)^{T}=(-1)^{n}(A)^{n}$
$\Rightarrow\left(A^{n}\right)^{T}=\left\{\begin{array}{lll}A^{n} & \text { if } n \text { even } \\ -A^{n} & \text { if } n \text { odd }\end{array}\right.$
Hence, $\mathrm{A}^{\mathrm{n}}$ is symmetric if n is even and skew symmetric if n is odd.

Example: Obtain the inverse of the following matrix using elementary operations

$$
A=\left[\begin{array}{lll}
0 & 1 & 2 \\
1 & 2 & 3 \\
3 & 1 & 1
\end{array}\right]
$$

Solution: In order to use elementary row operations we may write A = AI

$$
\begin{aligned}
& {\left[\begin{array}{lll}
0 & 1 & 2 \\
1 & 2 & 3 \\
3 & 1 & 1
\end{array}\right]=A\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]} \\
& C_{1} \leftrightarrow C_{2} \\
& {\left[\begin{array}{lll}
1 & 0 & 2 \\
2 & 1 & 3 \\
1 & 3 & 1
\end{array}\right]=A\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]} \\
& C_{3} \rightarrow C_{3}-2 C_{1}
\end{aligned}
$$

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
2 & 1 & -1 \\
1 & 3 & -1
\end{array}\right]=A\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & -2 \\
0 & 0 & 1
\end{array}\right]
$$

$$
C_{3} \rightarrow C_{3}+C_{2}
$$

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 1 & 0 \\
1 & 3 & 2
\end{array}\right]=A\left[\begin{array}{ccc}
0 & 1 & 1 \\
1 & 0 & -2 \\
0 & 0 & 1
\end{array}\right]
$$

$$
C_{3} \rightarrow \frac{1}{2} C_{3}
$$

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 1 & 0 \\
1 & 3 & 1
\end{array}\right]=A\left[\begin{array}{llc}
0 & 1 & \frac{1}{2} \\
1 & 0 & -1 \\
0 & 0 & \frac{1}{2}
\end{array}\right]
$$

$$
C_{1} \rightarrow C_{1}-2 C_{2}
$$

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-5 & 3 & 1
\end{array}\right]=A\left[\begin{array}{ccc}
-2 & 1 & \frac{1}{2} \\
1 & 0 & -1 \\
0 & 0 & \frac{1}{2}
\end{array}\right]} \\
& C_{1} \rightarrow C_{1}+5 C_{3} \\
& {\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 3 & 1
\end{array}\right]=A\left[\begin{array}{ccc}
\frac{1}{2} & 1 & \frac{1}{2} \\
-4 & 0 & -1 \\
\frac{5}{2} & 0 & \frac{1}{2}
\end{array}\right]} \\
& C_{2} \rightarrow C_{2}-3 C_{3} \\
& {\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=A\left[\begin{array}{ccc}
\frac{1}{2} & \frac{-1}{2} & \frac{1}{2} \\
-\frac{3}{3} & \frac{-1}{2} & \frac{1}{2}
\end{array}\right]} \\
& \text { Hence, }
\end{aligned}
$$

## 7. Summary

After completing this module learner will be able to understand the concept of operation on matrices, transpose of a matrix, symmetric matrix and skew symmetric matrix, invertible matrices. They will be able to apply the concept practically.

